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We investigate the impact of incorporating realistic In profiles in simulations of c-plane InGaN/

GaN light-emitting diodes. Simulations based on a drift-diffusion model typically overestimate the

onset voltage, but have usually been based on the assumption of ideal quantum wells with a square

In profile. We demonstrate that more realistic profiles lead to significant modifications of current-

density-versus-voltage characteristics, and explain the effects based on changes in the band dia-

gram and carrier overlap. VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4894464]

Light-emitting diodes (LEDs) based on group III-

nitrides have come to the forefront of efficient lighting tech-

nologies. Current commercial devices are based on c-plane

heterostructures, while semipolar and nonpolar devices are

in development. The LEDs use multi-quantum-well struc-

tures with InGaN quantum wells (QWs) and GaN barriers.

Device simulations can play an important role in designing

and improving LED structures. Simulations using a semi-

empirical drift-diffusion model have been used exten-

sively,1,2 but are often rightfully criticized because they

typically produce current-density-versus-voltage curves that

significantly differ from experiment. This is particularly evi-

dent in an overestimate of the turn-on voltage.

Ad hoc solutions have been proposed in order to

improve the agreement with experiment. One approach has

focused on the polarization fields that are present in

InGaN c-plane QW structures due to the presence of spon-

taneous and piezoelectric polarization in the wurtzite struc-

ture.3,4 The resulting quantum-confined Stark effect causes

a reduction in the spatial overlap of electrons and holes,

thereby reducing the internal quantum efficiency (IQE) of

the device. A number of previous device simulation stud-

ies introduced an ad hoc reduction of the polarization

fields (by as much as a factor of 2)5–8 aimed at more

closely fitting the experimental I-V curves. Justification for

such an approach is lacking. There is no reason to believe

that the widely used polarization constants of Bernardini

and Fiorentini9,10 are inaccurate, and no independent evi-

dence for strong screening of the polarization fields has

been produced.

Virtually, all simulations, however, have made the

assumption that the InGaN/GaN interfaces are ideal and ab-

rupt, and that the In content within the quantum well is con-

stant, amounting to a square In profile within the QW.

Experimental evidence is mounting that this square In profile

is not a good description of the InGaN alloy. Atom-

probe11,12 and high resolution transmission electron

microscopy13,14 measurements of the In distribution in the

multi-QW structure have shown that the In concentration

does not change abruptly, but quite gradually, at the InGaN/

GaN interfaces, and that in the thin QWs typically used in c-

plane devices the In profile does not even reach a plateau.

Furthermore, recent works have shown that alternate QW

shapes can improve the device efficiencies.7,15–17

In this work, we systematically explore the effects of the

In profile on the device characteristics of InGaN/GaN MQW

LEDs. We demonstrate that deviations from the square

profile can lead to significant changes in the current-density-

versus-voltage curves, in particular, a lower turn-on voltage.

These results indicate that an inaccurate description of the In

profile, rather than deficiencies in materials parameters or

descriptions of polarization fields, is to blame for failures to

accurately model nitride LEDs in previous simulations. The

work of Wu et al.11 also investigated the effects of In distri-

bution, but focused on the effects of lateral variations in the

In concentration. While such variations may induce addi-

tional effects, what we are demonstrating in the present work

is that the In profile along the growth direction by itself has a

large impact on the device characteristics. Our analysis of

band diagrams and electron-hole overlap allows us to iden-

tify the physical origins of the effect.

Our simulations are performed using the SiLENSe simu-

lation software,1,2 which implements a 1D semi-empirical

drift-diffusion model to determine the current density and

carrier densities. Quantum mechanical calculations are

implemented on top of drift-diffusion simulations to obtain

electron-hole wavefunctions and overlap integrals.18 The

simulated LED device, shown in Fig. 1, includes a 0.3–lm

n-type GaN layer (ND¼ 7� 1018 cm�3) and an active region

on top. This active region is capped off with a 10-nm p-type

GaN barrier layer (NA¼ 6� 1018 cm�3), a 10-nm p-type

Al0.2Ga0.8N EBL (NA¼ 3� 1019 cm�3), and finally a 0.2–lm

p-type GaN capping layer (NA¼ 2� 1019 cm�3). Here, ND

and NA represent the donor and acceptor dopant concentra-

tions. The active region consists of three 3-nm In0.2Ga0.8N

QWs separated by 10-nm GaN barriers. Unintentional n-dop-

ing concentration of 2� 1017 cm�3 was assumed throughout

the active region, and the three QWs all have the same width

and In profile. Three different In profiles are considered, as

illustrated in Fig. 2: square, parabolic, and triangular, all

with the same peak In concentration.

Figure 3(a) shows results for current-density-versus-

voltage curves resulting from our simulation using the three

different In profiles. The conventional square In profile gives
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rise to a turn-on voltage significantly higher than experimen-

tally measured19,20 (we define the turn-on voltage to be the

voltage at a current density of 10 A/cm2). We observe that a

change in the In profile to reflect more realistic In distribu-

tions in the QW leads to sizeable changes in the J-V curves,

particularly a reduction in the turn-on voltage from 3.8 V for

a square well to 3.2 V for a triangular well.

To provide further insight into the mechanisms at play,

we plotted the band diagrams for the three In profiles in Fig.

3(b). When the QW shape changes from square to parabolic

to triangular the hole barrier height decreases towards the

p-side. This promotes hole injection into the QWs, thereby

increasing the number of available carriers for recombination

within the QWs.

The current density at a certain bias voltage is related to

the total electron-hole recombination rate (both radiative and

nonradiative) in the InGaN QWs. These recombination rates

depend on the overlap of electron and hole wavefunctions,

specifically, they are proportional to the square of the wave-

function overlap integral: jFj2 ¼ jhwejwhij
2
(Ref. 21). Our

calculations show that the change in In profile has a major

effect on the electron-hole overlap: going from a square to a

triangular profile leads to an increase in jFj2 from 13.9% to

46.3%, as shown in Fig. 4.

The indium gradient in the parabolic and triangular

QWs leads to two notable effects:15 (1) a reduction in the

FIG. 1. Schematic of the layer structure for the simulated nitride LED

(not to scale). Distances in Figs. 3 and 4 are measured from the bottom of

the n-type layer as indicated by the label z¼ 0.

FIG. 2. In composition in the InGaN QW as a function of coordinate along

the growth direction, for the three different cases considered: square, para-

bolic, and triangular. Distances are measured from the left edge of the GaN

barrier.

FIG. 3. (a) J-V characteristic for the InxGa1�xN/GaN LEDs with square, par-

abolic, and triangular In profiles in the QWs. The corresponding turn-on vol-

tages are 3.8 V, 3.5 V, and 3.2 V, respectively. (b) Band diagrams for the

InxGa1�xN/GaN LEDs with different In profiles, under flat-band conditions

(bias¼ 3.35 V). Distances are measured from the bottom of the n-type layer

as indicated in Fig. 1.

FIG. 4. Electron and heavy-hole wavefunctions in the central QW for the

In0.2Ga0.8N/GaN multi-QW structures with (a) square, (b) parabolic, and (c)

triangular In profiles. Distances correspond to those in Fig. 3(b).
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piezoelectric field on the outer edge of the QW and (2) the

creation of a potential extremum in the center of the well.

The first effect reduces the quantum-confined Stark effect

across the QW, thereby increasing the electron-hole overlap.

The second effect pulls the electrons and holes into the

same, narrow region of the QW, which increases the driving

force for recombination. Together, these two effects lead to a

significant increase of the total recombination rate.

Our conclusions about the physical mechanisms are con-

firmed by simulations we performed for nonpolar QWs.

There, the different QW profiles have little or no effect on

the onset voltage, which stays around 2.9 V. This confirms

that the variations in In profile affect the onset voltage

mainly through their effect on polarization fields.

Note that in the SiLENSe code the current density is cal-

culated based on the carrier distribution in the QWs without

inclusion of quantum-mechanical effects; the wavefunction

overlap integral is therefore not directly used. In spite of this,

the obtained current density from SiLENSe simulations can

still qualitatively represent the effect of the distribution of

carriers and their overlap on the J-V characteristic. Less ab-

rupt interfacial transitions lead to more gradual piezoelectric

fields that are small at the edges of the QW and peak at the

center. This reduces the quasi-electrostatic separation of the

electrons and holes in the QW, allowing for greater recombi-

nation rates as their carrier densities overlap.

As noted in the introduction, previous attempts to

improve the agreement of simulations and experiment

employed an ad hoc reduction of polarization fields.5–8 As a

check, we also implemented this approach in our simula-

tions, by reducing the bulk piezoelectric and spontaneous

polarization constants.10 We find that a reduction in polariza-

tion constants from 100% to 50% of their full values indeed

reduces the turn-on voltage, from 3.8 V to 3.1 V. However,

as noted earlier, there is no independent justification for such

an arbitrary modification of these values. In contrast, devia-

tions from a square In profile are well documented and our

work shows inclusion of non-abrupt profiles in the simula-

tions leads to a significant decrease in onset voltage.

In summary, we have studied the effects of indium pro-

files on the performance of InGaN/GaN multi-QW LED

devices. The abrupt, square In profile commonly assumed in

simulations leads to turn-on voltages much greater than ex-

perimental values (or, alternatively, a current density much

lower than the experiment at a given voltage). Simulations

using more realistic In profiles (in particular, without abrupt

interfacial transitions) lead to current-density-versus-voltage

curves in much closer agreement with the experiment. The

improvement can be attributed to changes in internal fields

and electron-hole overlaps. Our work emphasizes the impor-

tance of using accurate information about In distributions in

quantum wells when performing simulations, highlighting

the need for advanced electron microscopy and atom-probe

techniques.
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