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Using first-principles calculations, we study the effect of transition-metal additives (Ti, Fe, Co,

and Ni) on the rate of hydrogen desorption in MgH2. The presence of large concentrations

of transition-metal impurities causes the Fermi level to shift according to the position of the

transition-metal acceptor/donor levels in the band gap. This shift can lower the formation energy of

native defects and increase their concentration. The resulting higher rates of hydrogen desorption

enhance the prospect of MgH2 as a solid-state hydrogen-storage material. VC 2013 American Institute
of Physics. [http://dx.doi.org/10.1063/1.4788746]

Hydrogen storage is an important piece of the challenge

in moving towards a hydrogen economy, away from the pres-

ent carbon-based economy.1,2 Reversible solid-state hydrogen

storage systems based on metal hydrides have been receiving

a fair amount of attention in this regard, MgH2 being a promi-

nent candidate. MgH2 has good gravimetric and volumetric

hydrogen-storage capacity,1 but the temperature of hydrogen

desorption, Tdes, at 350 �C or higher3 is beyond the useful

range for automotive applications.

The decomposition reaction of MgH2 into metallic Mg

and H2 gas is primarily governed by the Gibbs free energy

(DG) of the process, which is a function of temperature and

pressure. Thermodynamics would allow the dehydrogenation

reaction to proceed at a temperature of 280 �C or higher at

standard atmospheric pressure.4 In reality, the reaction is

extremely slow at the above temperature, and requires the

temperature to be raised by 100 �C or more for an acceptable

rate of hydrogen desorption. This higher temperature

requirement must be attributed to kinetic barriers, which

could be lowered by appropriate additives. We note that

there is no expectation that such additives would lead to an

appreciable change in the thermodynamics, i.e., a reduced

formation enthalpy of MgH2.

Indeed, it has been found that the addition of small

quantities (1–5 at. %) of transition metals (TM), such as Fe,

Co, Ni, Ti, Nb, or Zr, brings down Tdes and enhances the

kinetics of the process.3,5–10 Practical issues make it difficult

to pinpoint the mechanism by which transition metals influ-

ence the reaction. These issues include variations in the

amount of impurities added, details of the physical and

chemical states of the reactants resulting from ambient con-

ditions (such as hydrogen partial pressure), and process of

synthesis (such as duration and details of ball-milling pro-

cess, and condition of the initial sample). An understanding

of the mechanism is of critical importance, however, to

improve the process and to identify more efficient additives.

It has been suggested that the observed enhancements

could be due to formation of compound phases such as

Mg2Fe-hydride or Mg2Ni-hydride;11,12 however, the fact that

the effects are observed at relatively low concentrations of

the TM impurities (5 at. % or even lower) suggests a differ-

ent mechanism, based on modification of the properties of

bulk MgH2. Native point defects, such as vacancies and

interstitials, govern the diffusion processes that lead to

formation of MgH2 from metallic Mg and H2 gas, and dehy-

drogenation of MgH2 back into Mg and H2. Such defects are

thus believed to be responsible for the kinetics of the hydro-

gen (de)sorption reactions.13–15 The activation energy for

dehydrogenation is then given by the sum of the formation

energy and the migration barrier of the defect responsible for

H mass transport.

In wide-band-gap insulators such as MgH2, free carriers

are not present, and defects exist in charged states. The

Fermi level is determined by having equal concentrations of

oppositely charged defects according to the charge neutrality

condition. In the absence of impurities, the Fermi level is

pinned close to a position in the gap where the formation

energy of the dominant negatively charged native defect

equals that of the dominant positively charged defect. In the

present work, we investigate the effects of adding transition

metal impurities on the dehydrogenation kinetics in MgH2.

We find that transition-metal impurities in MgH2 have the

effect of shifting the Fermi level away from the position in

the intrinsic material, thus, lowering the formation energy of

defects that are responsible for H transport. Such an effect,

previously discussed in the context of other metal

hydrides,16–19 is explored here for Ti, Fe, Co, and Ni addi-

tives in MgH2.

Our calculations are based on density functional theory

with the screened hybrid functional of Heyd, Scuseria, and

Ernzerhof (HSE)20,21 as implemented in the Vienna Ab initio
Simulation Package (VASP) code.22,23 The amount of exact

exchange admixed with the generalized gradient functional

in the HSE approach was set to 33%, resulting in a calculated

band gap of 5.2 eV, close to the lower limit of experimen-

tally observed band gaps.24 We verified that using the

“standard” value of 25%, exact exchange does not alter any

of the physical conclusions obtained in this work, although

the corresponding band gap is smaller (4.8 eV). The calcu-

lated lattice constants a¼ 4.45 Å and c¼ 2.99 Å, along with

the structure parameter u¼ 0.304 for bulk MgH2 in the rutile

crystal structure, are in very good agreement with the experi-

mental values of 4.51 Å, 2.99 Å, and 0.304, respectively.25

The defect calculations were performed for a supercell con-

taining 72 atoms, which is a 2� 2� 3 repetition of the primi-

tive cell. A mesh of 2� 2� 2 special k-points and an energy

cutoff of 270 eV for the plane-wave basis set were used for

the defect-containing supercells. Charged defects are treated
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based on the formalism described in Ref. 26, by changing

the number of electrons in the supercell and verifying that

the states which electrons are added to or removed from are

localized on the impurity. A compensating background

charge prevents divergence of the total energy, and finite-

size supercell effects were corrected following the method

developed by Freysoldt et al.27,28 The effects of spin polar-

ization were also included.

The concentration of a defect X at temperature T is given

by26

CðXÞ ¼ NsitesNconfig exp � Ef

kT

� �
; (1)

where Nsites is the number of sites per unit volume that can

accommodate the defect, and Nconfig is the number of config-

urations per site. The formation energy Ef of a native defect

X in the charge state q is obtained from

EfðXqÞ ¼ EtotðXqÞ � Ebulk
tot �

X
i

niðli þ Eref;iÞ þ qEF; (2)

where EtotðXqÞ and Ebulk
tot are the total energies of the super-

cell with the defect in charge state q and that of the defect-

free bulk. EF represents the Fermi level, referenced to the

valence-band maximum (VBM) of the host material. The

number of atoms of a species added or subtracted is given by

a positive or negative value of ni. The li values, finally, are

the chemical potentials of species i, referenced to Eref;i. The

latter corresponds to the energy per atom of bulk Mg

(Eref;Mg), or half the total energy of a hydrogen molecule

(Eref;H2
). li is a variable dependent on conditions of pressure

and temperature; in equilibrium, stability of MgH2 requires

that lMg þ 2lH ¼ DHfðMgH2Þ, with lMg � 0 and lH � 0.

DHfðMgH2Þ is the formation enthalpy of bulk MgH2. For the

hydrogen desorption reaction, H-poor (Mg-rich) conditions

are most relevant, corresponding to lMg ¼ 0 and

lH ¼ 1=2DHfðMgH2Þ.
The formation energy curves also contain useful infor-

mation about the relative stability of different charge states

for a specific impurity. The Fermi-level positions that mark

the transition between charge states q1 and q2, i.e., the

charge-state transition levels eðq1=q2Þ, delineate the energy

regions over which particular charge states are stable. The

usual ordering is eðþ=0Þ < eð0=�Þ, reflecting a positive

repulsion energy U when electrons are added. Sometimes,

however, eð0=�Þ < eðþ=0Þ, a situation that is referred to as

“negative-U” and is related to large differences in lattice

relaxations between different charge states. In that case,

the transition occurs directly from the þ to the � charge state

as a function of Fermi level, and the relevant transition level

is eðþ=�Þ.
The formation energies of native point defects as a func-

tion of Fermi level under H-poor conditions are shown in

Fig. 1, and Table I contains the formation-energy values at

Eint
F . Taking all the defects into account and applying Eq. (1),

we find that the intrinsic Fermi level at which overall charge

neutrality is satisfied occurs at Eint
F ¼ 3:84 eV. Hydrogen

vacancies are the lowest energy defects at this Fermi level.

Overall, our present results for native defects are in

good agreement with the previous study by Park et al.15 The

relaxed structures of hydrogen vacancies, the dominant

defects, are very similar to those found by Park et al. (to

within 0.02 Å). Some quantitative differences do occur, how-

ever, and they can be attributed to two causes. First, in our

present study, we find that VH shows a positive-U behavior,

V0
H being the lowest-energy defect in the range of Fermi lev-

els between 3.5 eV and 4.1 eV, with a formation energy of

0.96 eV. This contrasts with the results of Ref. 15, where VH

was found to be a negative-U center in which V0
H is never the

lowest-energy charge state for any Fermi-level position. The

difference is due to the inclusion of spin polarization in the

present work, lowering the energy of the neutral charge state

which contains an unpaired electron. We find that including

spin-polarization lowers the formation energy of the neutral

vacancy by 0.4 eV.

The second difference with the results of Park et al.15

occurs in the overall values of formation energies, and is

related to the fact that in the present study the HSE hybrid

functional is used, whereas the previous work used a general-

ized gradient approximation (GGA) functional. The HSE

hybrid functional lowers the energy of the valence band on

an absolute energy scale, an effect we can quantify by per-

forming a surface calculation using a slab of MgH2 in a non-

polar [110] orientation. In the GGA calculation the VBM

occurs at 6.72 eV below the vacuum level, while in HSE, the

VBM is lowered by 1.06 eV, to a position 7.78 eV below the

vacuum level. This shift in the VBM is largely responsible

for the differences in absolute formation energies between

the present HSE results and the previous GGA results.15

However, we emphasize that even though using HSE signifi-

cantly changes the band gap and absolute formation energies

at the VBM, the relevant quantities, which are the formation

FIG. 1. Formation energies of native point defects in bulk MgH2 in different

charge states as a function of Fermi level under H-poor conditions. The ver-

tical solid line indicates the intrinsic Fermi level.

TABLE I. Formation energies (in eV) of native point defects at Eint
F in dif-

ferent charged states.

Formation energy (eV) in charge state q

Defect �2 �1 0 þ1 þ2

VH … 1.25 0.96 1.25 …

Hi … 1.52 2.75 2.01 …

H2i 3.44 3.63 2.07 4.50 4.15

VMg 1.76 4.49 5.31 6.01 5.69

Mgi 6.81 6.14 4.04 2.64 1.92
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energies in the vicinity of the intrinsic Fermi level, differ by

less than 0.2 eV between GGA and HSE.

Next, we examine the effect of TM impurities. The for-

mation energies of interstitial and substitutional impurities as

a function of Fermi level are shown in Figs. 2 and 3. The

intrinsic Fermi level is indicated by the vertical dashed line in

each panel. We note that the absolute formation energies for

the TM impurities should not be used to calculate concentra-

tions using Eq. (1). Indeed, this expression is only valid close

to equilibrium, and the conditions (such as ball milling) under

which the TM impurities are introduced into hydrogen storage

materials tend to be far from equilibrium. In addition, diffu-

sion barriers for these impurities tend to be much higher than

for the native point defects discussed above,15 again indicating

that incorporation is not governed by an equilibrium process.

Qualitatively, however, the formation energies can still pro-

vide an indication of which impurities or configurations are

more likely to be incorporated.

To understand how the presence of TM impurities alters

the concentration of native defects by shifting the Fermi level,

we discuss different cases depending on the location of the

charge-state transition levels of the TM impurity vis-�a-vis the

intrinsic Fermi level, Eint
F .29 Here, we assume that the concen-

tration of the TM impurities dispersed in the host materials is

much higher than that of native defects. The Fermi-level posi-

tion will then be determined by the lowest-energy charge

states of the TM impurity through the charge-neutrality condi-

tion. If the TM impurity exhibits a negative-U character,

the Fermi level will coincide with eðþ=�Þ, and the shift in

EF induced by the TM impurity is given simply by

eðþ=�Þ � Eint
F . If the TM impurity has positive-U character,

we need to consider three distinct cases: (i) Eint
F < eðþ=0Þ; (ii)

eðþ=0Þ < Eint
F < eð0=�Þ; and (iii) Eint

F > eð0=�Þ. In case (i),

charge neutrality is determined by the positively charged TM

impurity and a negatively charged H-related defect, and an

upward shift of EF will occur. In case (iii), charge neutrality is

determined by the negatively charged TM impurity and a pos-

itively charged H-related defect, leading to a downward shift

of EF. In case (ii), the TM effect is unlikely to have any effect,

since it is stable in the neutral charge state over a range of

Fermi levels that includes Eint
F , and hence no TM-induced shift

in EF is expected.

If the addition of a TM brings down the formation

energy of hydrogen-related defects, their concentration may

increase by many orders of magnitude. Given their small

migration barrier,15 this would lead to significant enhance-

ment of kinetics and lowering of desorption onset tempera-

ture compared to undoped samples.

With this understanding, we examine the various TM

impurities, starting with the interstitial defects. Figure 2(b)

shows that Coi has negative-U character and would lead to a

distinct upward shift in EF. Tii and Fei correspond to case (i)

described above, in which an upward shift of EF may occur,

though the effect would be modest for Fei. Nii, finally, lies at

the border between cases (i) and (ii); a detectable effect may

occur. For Tii, Fei, Coi, and possibly for Nii, an increase in

the concentration of negatively charged H-related defects

would occur.

Figure 3 shows that the substitutional TM impurities all

have positive-U character, with TiMg; FeMg, and NiMg corre-

sponding to case (ii), where no Fermi-level shift is expected.

We observe, though, that FeMg and NiMg are borderline cases

where an effect cannot be excluded. CoMg is a clear example

of case (iii), where a downward shift in EF will lead to an

increase in positively charged H-related defects.

We now discuss published experiments in light of our

computational results. All four TM additives considered here

have been found to have some effects in dehydrogenation

experiments. Addition of about 5 at. % Ti,5,10 Co,8 or Fe5,6

all lead to an improvement in kinetics. For Ti and Fe, this

could be due to interstitials [Figs. 2(a) and 2(c)], while for

Co both interstitials and substitutionals could play a role

[Figs. 2(b) and 3(b)].

Adding 0.5 at. % of Ni does not improve the kinetics,

but adding 2 at. % does.3 Increasing the concentration level

of Ni in the range of 2–5 at. % shows no further improve-

ment, while 10 at. % Ni shows drastically different behav-

ior.7 Our results show that we expect no effect for Nii [Fig.

2(d)], while NiMg [Fig. 3(d)] is a borderline case, which may

explain why fairly large concentrations are needed before an

effect is observed, experimentally.

FIG. 2. Formation energies of TM impurities in MgH2 in different charge

states, as a function of Fermi level under H-poor condition. Interstitial con-

figurations of (a) Ti, (b) Co, (c) Fe, and (d) Ni are shown. The vertical

dashed line refers to the intrinsic Fermi level.

FIG. 3. Formation energies of TM impurities in MgH2 in different charge

states, as a function of Fermi level under H-poor condition. Substitutional

configurations (on the Mg site) of (a) Ti, (b) Co, (c) Fe, and (d) Ni are

shown. The vertical dashed line refers to the intrinsic Fermi level.

033902-3 Roy, Janotti, and Van de Walle Appl. Phys. Lett. 102, 033902 (2013)



Our first-principles calculations are therefore consistent

with the experimental observations and can explain the

mechanism by which adding TM impurities enhances

kinetics, namely through increasing the concentration of

point defects responsible for hydrogen diffusion. Various

experiments have indeed shown a decrease in desorption

temperature Tdes by as much as 50 �C.3,5–10 The decrease in

Tdes is limited by thermodynamics. As the desorption tem-

perature goes down, we approach the thermodynamically

determined minimum temperature from above, and this

enhances the rate of the backward reaction, partially offset-

ting the advantages of being able to lower Tdes.

In summary, we have examined the effect of Ti, Fe, Co,

and Ni impurities on the kinetics of hydrogen desorption in

MgH2. All of these impurities, in either interstitial or substi-

tutional configurations, cause a shift in the Fermi level,

which in turn enhances the concentration of the hydrogen

vacancies that govern hydrogen diffusion. This mechanism

provides an explanation for the enhanced rate of dehydro-

genation that has been experimentally observed upon addi-

tion of transition-metal impurities to MgH2.
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